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1. Main

Main text limited to 4 pages, excluding references and appendices.

1.1. Citations (natbib package)

Attention [1] is pervasive in deep learning.
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